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We can decode 
future tokens 
from a single 
LLM state.

https://future.baulab.info/

LLMs are typically trained to 
predict one token ahead, but 
recent work has hinted that 
individual hidden states may 
contain more information than just 
probabilities of the next token. 


To what extent can we 
extract information about 
future tokens from a single 
hidden token representation? 

We find that we can, with more 
than 48% accuracy!

How do we decode future tokens?

1. Linear Model Approximation
Train linear models to approximate future 
tokens or hidden states.

2. Fixed Prompt Causal Intervention
Patch the hidden state into different 
transformer run with an unrelated prompt. 
We see if the future tokens are present in 
the transplanted state.

3. Learned Prompt Causal Intervention
To increase accuracy on subsequent tokens, 
we learn a soft prompt that learns to predict 
future tokens from the transplanted state.

Future Lens Application: Marty Fly from       Back to the Future

Predicting multiple 
tokens ahead in a 
single state


